
Bachelor and Master Theses Opportunities

Saarbrücken, August 10th, 2025

The Rational Intelligence Lab (https://ri-lab.org/) at the CISPA Helmholtz Center for Information Secu-
rity in Saarbrücken, Germany (https://cispa.de/en), is seeking motivated bachelor’s and master’s students
to work on compelling thesis topics in the field of rational machine learning, with the aim of enhancing
the rationality, efficiency, and reliability of intelligent systems. Research topics of interest include, but
are not limited to, out-of-distribution generalization, causality, incentive-aware machine learning, dis-
tributed and collaborative learning, imprecise probabilistic machine learning, human-AI collaboration,
learning with preference and choice data, and learning in games.

For more information on our past and current research, please visit our publications page at https://ri-
lab.org/pubs/. You can also check out the core values we are adhering to at https://ri-lab.org/values.

What We Look For

We are looking for highly motivated bachelor’s or master’s students with strong mathematical skills,
coding proficiency, or both. A strong background in basic machine learning is required.

We are committed to fostering a diverse workforce and strongly encourage applications from individ-
uals in underrepresented communities, including but not limited to women, people of color, LGBTQ+
individuals, persons with disabilities, and those from economically disadvantaged backgrounds.

What We Offer

Guided by experienced researchers, the students will conduct a cutting-edge research in the areas situated
at the intersection of machine learning, statistics, and computer science with the goal of enhancing the
rationality, efficiency, and reliability of intelligent systems. Specifically, we are seeking bachelor’s and
master’s students to work on the following topics:

Project 1: Hilbert Space Embedding of Probability Distributions.

Embedding probability distributions into reproducing kernel Hilbert spaces (RKHS) has enabled power-
ful nonparametric methods such as the maximum mean discrepancy (MMD), a statistical distance with
strong theoretical and computational properties [Borgwardt et al., 2006, Gretton et al., 2012, Muandet
et al., 2016]. At its core, the MMD relies on kernel mean embeddings to represent distributions as mean
functions in RKHS. However, it remains unclear if the mean function is the only meaningful RKHS
representation. In Naslidnyk et al. [2025], we introduced the notion of kernel quantile embeddings
(KQEs) and constructed a family of distances that: (i) are probability metrics under weaker kernel con-
ditions than MMD; (ii) recover a kernelised form of the sliced Wasserstein distance; and (iii) can be
efficiently estimated with near-linear cost. Through hypothesis testing, we show that these distances
offer a competitive alternative to MMD and its fast approximations.
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In this project, the students will build on our previous work by focusing on one or more of the following
objectives:

• Improving Estimates: Explore more sophisticated methods to improve the empirical estimates
of Kernel Quantile Embeddings (KQEs).

• Generalizing KQEs: Extend KQEs to represent conditional distributions and important proba-
bilistic rules such as sum, product, and Bayes rules.

• Expanding Applications: Apply KQEs to existing applications in a wide range of domains, in-
cluding not only nonparametric two-sample testing, but also (conditional) independence testing,
causal inference, reinforcement learning, learning on distributions, generative modeling, and ro-
bust parameter estimation, among others.

Project 2: Out-of-Distribution and Compositional Generalisation.

The capability to generalise knowledge, a hallmark of both biological and artificial intelligence (AI), has
seen remarkable progress in recent years, but despite notable achievements, contemporary AI systems
may catastrophically fail when operated on out-of-domain (OOD) data because theoretical guarantees
for their generalisation hinge on the assumption of independent and identically distributed (IID) training
and deployment data, with empirical risk minimisation (ERM) being the dominant learning algorithm.
In Singh et al. [2024], we pointed out an institutional separation between learners (aka forecasters) and
operators (aka decision makers) of ML models as the key challenge in OOD generalisation and proposed
an Imprecise Risk Optimisation (IRO) algorithm as the first step to addressing this problem. In [Singh
et al., 2025], we frame this problem as one of eliciting imprecise forecasts. Our research shows that by
allowing for strategic communication between forecasters and decision-makers, we can design strictly
proper scoring rules that lead to truthful elicitation. This approach successfully overcomes previous
impossibility results.

In this project, the students will build on our previous work by applying the algorithms developed by
Singh et al. [2024] and Singh et al. [2025] to real-world applications. The key objectives include:

• Evaluating Performance: Applying the proposed algorithms to real-world benchmark datasets
to demonstrate their practical benefits and drawbacks.

• Developing Improvements: Using the insights gained to develop new learning algorithms that
improve upon the existing ones.

• Extending the Framework: Alternatively, extending the current framework to handle slightly
different settings such as compositional generalization.

Project 3: Causal and Counterfactual Machine Learning.

Causal and counterfactual reasoning has been recognised as a hallmark of human and machine intelli-
gence, and in the recent years, the machine learning community has taken up a rapidly growing interest
in the subject, in particular in representation learning and natural language processing. In the past years,
we have developed sophisticated methods for causal effect estimation [Muandet et al., 2021, Park et al.,
2021], instrumental variable (IV) regression [Muandet et al., 2020, Kremer et al., 2022, Zhang et al.,
2023], proximal causal learning [Mastouri et al., 2021], causal strategic learning [Vo et al., 2024], and
counterfactual prediction [Quinzan et al., 2024], to name a few. Causal inference and analysis provides
a dual benefit to the field of machine learning. It not only leverages the efficient computational tools
developed by the machine learning community but also offers its own rigorous frameworks to tackle
critical challenges like out-of-distribution generalization, algorithmic fairness, and privacy.

In this project, the students will work on the projects that will advance the field of causal and counter-
factual machine learning by building on one of our previous papers. The key objectives include:
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• Evaluating Performance: Applying one of the proposed algorithms to large-scale benchmark
datasets to demonstrate its practical benefits and drawbacks.

• Improving Algorithms: Using the insights gained to develop new algorithms in similar or slightly
different settings.

• Exploring New Applications: Investigating the potential benefits of causal and counterfactual
reasoning for emerging research areas, such as generative modeling, large language models
(LLMs), in-context learning (ICL), and security-related topics like memorization and member-
ship inference attacks.

Other topics. Apart from the proposed projects, we are open to supervising students who have their
own project ideas that align with our current research interests. Please contact muandet@cispa.de to
discuss whether your project is a good fit.

° If your thesis is accepted for publication at a top-tier international con-
ference, you’ll receive financial support to attend and present your paper.±

How To Apply

The students can apply by sending (1) a resume and (2) an up-to-date transcript to muandet@cispa.de.
In your email, tell us which project you’re most excited about and why you’re the ideal candidate for it.
The position will remain open until filled. Inquiries about the projects are always welcome.
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