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TL;DR

Users should pick the aligned model at deployment time!

Domain Generalisation

Given risk functional R : f → EP [`(f (X), y)], we learn Bayes optimal fBayes := arg minf∈F R(f )

Why should we care about decision-making?

Thought Experiment

Problem Formulation

Aggregation Functions: Map risk profileR to objectives in user choice space Λ

Augmented Hypothesis: Conditions model on user choice space Λ

Imprecise Risk Optimisation (IRO)

Characterising the Optimal Catalogue:

We pick distribution Q∗ which does C-Pareto Improvement. See, MGDA (Desideri, 2012)

Q∗
t ∈ arg min

Q∈∆(Λ)

∥∥∥∇ξt−1
JQ(hξt−1

)
∥∥∥
2

hξ′ := hξ −∇ξtJQ∗
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Can Q∗
t not just be uniform?

Summary of Imprecise Learning Framework

Step 1: Developer represents their uncertainty with credal set

Step 2: Map credal set to user behaviour choice space Λ and pick hypothesis classH ⊆ HΛ

Step 3: Find Q∗
t ∈ ∆(Λ) that does Pareto Improvement for model update

Step 4: At deployment users can consume model h(·, λ)with their choice of λ ∈ Λ

Experiments and Simulations

Imprecise vs Precise Learners under Institutional Separation:
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Comparison with other Domain Generalisation Methods:

Objective Algorithm
Test Environments based on (Y = 1 | color = red) = e

Regret
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

Average Case ERM 96.1 87.1 78.0 72.1 65.8 59.2 51.8 47.1 39.9 33.6 28.3 72.7

Worse Case GrpDRO 54.1 55.6 58.1 595 61.5 64.5 66.3 69.1 70.5 73.9 75.5 46.9

Invariance IRM 72.0 72.0 72.0 72.0 72.1 69.7 69.3 69.9 69.2 69.7 67.7 32.3

Imprecise IRO (Ours) 95.8 87.2 78.8 68.9 69.4 69.5 70.8 70.1 70.0 70.4 70.3 29.7
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